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Autonomous weapons systems have drawn widespread media attention, particularly since last year’s open letter signed by more than 3,000 artificial intelligence (AI) and robotics researchers warning against an impending “military AI arms race.”

Since 2013, discussion of such weapons has been climbing the arms control agenda of the United Nations. They are a topic at the Human Rights Council and the General Assembly First Committee on disarmament and international security, but the main venue of the debate is the Convention on Certain Conventional Weapons (CCW) in Geneva. So far, CCW countries have convened for three informal meetings of experts on the topic and in December will decide whether to continue and deepen their deliberations by establishing a group of governmental experts next year.

Stigmatized as “killer robots” by opponents, autonomous weapons systems are widely regarded as harbingers of a paradigm shift in warfare. As described in a 2012 Pentagon document, “[Once] activated, [they] can seek, select and engage targets without intervention by a human operator.” In other words, these weapons would be able to make decisions on the use of lethal force without a human in the decision-making loop. The directive says such systems should allow for “appropriate levels of human judgment” over the use of lethal force, leaving open the question of what constitutes “appropriate.”

So far, only precursor systems and technology demonstrators exist. This makes autonomous weapons systems a candidate for preventive arms control.

This article clarifies what autonomous weapons systems are and lists the driving forces behind the push toward weapons autonomy. It reviews the resulting problems that render this technology a hotly debated arms control issue. After the CCW landscape has been charted, the article concludes by identifying four possible outcomes of the CCW process and pondering future arms control perspectives and policy recommendations.

The Basics

Some weapons systems used for defensive purposes already can identify and track incoming targets and engage them without a human pushing the metaphorical button. Deemed precursors to autonomous weapons systems, they can react to incoming missiles or mortar shells in cases in which the timing does not allow for human decision-making. The Phalanx Close-In Weapon System on Navy ships is one example for such a weapons system, Israel’s Iron Dome air defense system is another.

Yet, these defensive systems are not the focus of the mainly forward-looking autonomous weapons systems debate. Juxtaposing automatic and autonomous systems is a helpful way to understand why. Defensive systems such as the Phalanx can be categorized as automatic. They are stationary or fixed on ships or trailers and designed to fire at inanimate targets. They just repeatedly perform preprogrammed actions and operate only within tightly set parameters and time frames in comparably structured and controlled environments.
Autonomous weapons are distinguish-able from their precursors. They would be able to operate without human control or supervision in dynamic, unstructured, open environments, attacking a variety of targets. They would operate over an extended period of time after activation and would potentially be able to learn and adapt to their situations. To be fair, this juxtaposition is artificial and glosses over an important gray area by leaving aside the fact that autonomous functionality is a continuum. After all, automatic systems, targeting humans at borders or automatically firing back at the source of incoming munitions, already raise questions relevant to the autonomy debate.

There arguably is a tacit understanding in the expert community and among diplomats in Geneva that the debate’s main focus is on future, mobile weapons platforms equipped with onboard sensors, computers, and decision-making algorithms with the capability to seek, identify, track, and attack targets autonomously. The autonomy debate thus touches on but is not primarily concerned with existing automatic defensive systems. In fact, depending on how the CCW ends up defining autonomous weapons systems, it might be well within reason to exempt those from regulation or a possible preventive ban if their sole purpose is to protect human life by exclusively targeting incoming munitions.

**Drivers of Autonomy**

It is underwater and in the air—less cluttered environments—where autonomy in weapons systems is currently advancing most rapidly. The X-47B in the United States, the United Kingdom’s Taranis, and the French nEUROn project are examples of autonomy testing in unmanned aerial vehicles. This trend is driven by the prospect of various benefits.

- Weapons autonomy removes the need for a control-and-communication link, which is vulnerable to disruption or capture and may reveal the system’s location and in which there is invariably some delay between the issuing of a command by the human operator and the execution of that command. Removing this latency generates a tactical advantage.

- It has been argued that because autonomous systems do not know fear, stress, or overreactions, they might render warfare more humane and prevent some of the atrocities of war. Machines are not only devoid of negative human emotions, but they also lack a self-preservation instinct, so they could well delay returning fire, some say. They are supposed to allow for greater restraint and also better discrimination between civilians and combatants, resulting in an application of force in strict or stricter accordance with international humanitarian law.

**Problems With Autonomy**

In light of these anticipated benefits, one might expect militaries to unequivocally welcome the introduction of autonomous weapons systems. Yet, their reputation remains mixed at best. For instance, there are multiple operational risks. The potential for high-tempo fratricide, much greater than at human intervention speeds, incentivizes militaries to retain humans in the chain of decision-making as a fail-safe mechanism.

Above and beyond such tactical concerns, these systems threaten to introduce a destabilizing factor at the strategic level. For one, autonomous weapons systems generate new possibilities for disarming surprise attacks. Small, stealthy, or extremely low-flying systems, or swarms, are difficult to detect and defend against. When nuclear weapons or strategic command-and-control systems are or are perceived to be put at greater risk, autonomous conventional capabilities end up causing instability at the strategic level. Further, trading algorithms at the stock market already provide cautionary tales of unforeseeable and costly algorithm interactions. Introducing autonomous systems into conflict runs the risk of generating similarly unexpected outcomes. The sequence of events developing at rapid speed from the interaction of autonomous systems or swarms of two adversaries could never be trained, tested, nor truly foreseen. An uncontrolled escalation from crisis to war is entirely within the realm of possibilities.

Human decision-making in armed conflict requires complex assessments to ensure a discriminate and proportionate application of military force in accordance with international humanitarian law.
Not only are combatants and noncombatants often not clearly distinguishable, but weighing a potential risk to civilians or damage to civilian objects against the anticipated military advantage in the fog of war poses a challenge to even the most experienced of commanders. In the foreseeable future, it is doubtful that these processes can be replicated in software code; but if these systems cannot be designed to abide by international humanitarian law, the previously mentioned hope for them rendering war more humane is misguided.

A closely related aspect is that it remains unclear who would be legally accountable if civilians were unlawfully injured or killed by autonomous weapons systems, especially because targeting processes in modern militaries are such an immensely complex, strategic, multilevel endeavor. An artificially intelligent system tasked with autonomous targeting would thus not only need to replace various human specialists, creating what has become known as the “accountability gap” because a machine cannot be court-martialed, it would essentially require a human abdication of political decision-making.

Leaving military, legal, and political considerations aside moves a more fundamental problem into focus. From an ethical point of view, it is argued that autonomous weapons systems violate fundamental human values. Delegating the decision to kill a human to an algorithm in a machine, which is not responsible for its actions in any meaningful ethical sense, can arguably be understood to be an infringement on basic human dignity, representing what in moral philosophy is known as a malum in se, a wrong in itself. This peculiar consideration is reflected in the public’s deep concerns in the United States and internationally regarding autonomy in weapons systems.

In sum, there are many reasons—military, legal, political, ethical—for engaging in preventive arms control measures regarding autonomous weapons systems.

---

The Need to Maintain Human Control Over Weapons

“Whether for legal, ethical or military-operational reasons, there is broad agreement on the need for human control over weapons and the use of force. However, it remains unclear whether human control at the stages of the development and the deployment of an autonomous weapon system is sufficient to overcome minimal or no human control at the stage of the weapon system’s operation—that is, when it independently selects and attacks targets. There is now a need to determine the kind and degree of human control over the operation of weapon systems that are deemed necessary to comply with legal obligations and to satisfy ethical and societal considerations.”

—Statement of the International Committee of the Red Cross, at the meeting of experts on lethal autonomous weapons systems, Convention on Certain Conventional Weapons, in Geneva, April 11-16, 2016

CCW Process

The purpose of the CCW, to which 123 states are currently party, is to prohibit or restrict the use of certain conventional weapons that are considered excessively injurious or whose effects are indiscriminate. The CCW is a framework convention with a set of protocols that regulate specific types of weapons; Protocol IV, for instance, prevents the use of blinding laser weapons.

Deliberations at the CCW are known to be notoriously slow and prone to failure. Protocol II on land mines, for example, failed to adequately address humanitarian concerns raised by anti-personnel mines, leading Canada and other governments to cooperate with nongovernmental organizations to work for a ban outside the CCW, culminating in the adoption of the 1997 Mine Ban Treaty, or Ottawa Treaty. CCW deliberations on cluster munitions failed in 2011 to produce an outcome, leaving the 2008 Convention on Cluster Munitions, created outside CCW and UN auspices, as the sole international instrument to specifically regulate these weapons.

Yet, so far autonomous weapons systems have been the subject of exceptionally dynamic talks and climbed the CCW agenda with unprecedented speed. The upcoming CCW fifth review conference in December 2016 provides states with an incentive to inject even more ambition into the process.
Since 2013, 14 countries have called for a preventive ban on autonomous weapons systems, which could be concluded via a new CCW protocol. Notably, no country has vigorously defended or even argued for the development and deployment of autonomous weapons systems. Only two nations—Israel and the United States—have argued that such systems may offer certain benefits.

On the one hand, it seems plausible that CCW states-parties have discovered their genuine interest in a development deemed to require urgent regulation and are keen to demonstrate the CCW’s capacity to act. On the other hand, the CCW has a fearsome reputation as a place where good ideas go to die a slow death.

The civil society movement pushing for a legally binding prohibition on autonomous weapons systems within the CCW framework is organized and spearheaded by the Campaign to Stop Killer Robots, a coalition of more than 61 groups in 26 countries coordinated by Human Rights Watch. Its members include Amnesty International, the UK group Article 36, and the International Committee for Robot Arms Control, a small network of experts and professionals with recognized academic and practical knowledge of AI, robotics research, and arms control. The campaign goal is to prohibit the development, production, and use of autonomous weapons systems in order to retain meaningful human control over life-and-death decisions in battle, policing, and other circumstances.

The military relevance of this envisioned technical capability, however, is greater than that of blinding lasers, and thus this comparison case of a successful prohibition carries only so far. The dual-use issue is more complex as well. Research on autonomous robots is underway in countless university laboratories and large and small companies due to the massive commercial interest in the field. The integration of commercial off-the-shelf technology has become a driver of developments in the field of military technology, and AI and robotics have officially been declared cornerstones of the U.S. military’s “third offset” strategy to counter rising powers. Therefore, can a preventive ban be achieved within the CCW framework?

**Perspectives for Arms Control**

The human brain needs time for complex evaluation and decision-making processes, time that it cannot be denied in the interaction between human and machine if the human role is to remain relevant, in other words, if the decision-making process is merely to be supported, not dominated, by the machine. Establishing where to draw that line is shaping up to be the key challenge in Geneva. Arriving at a decision in that regard would also mean producing the first definition of autonomous weapons systems in terms of international law.

At the CCW meetings, the almost mantra-like repetition of a shared commitment to retain “meaningful human control” over the use of force by states-parties and civil society actors has become pivotal. Keeping weapons systems under meaningful human control and banning autonomous weapons systems are two sides of the same coin.

The concept of meaningful human control introduced at the end of 2013 by Article 36, a member of the Campaign to Stop Killer Robots, has since been taken up by governments. It goes beyond the “appropriate levels of human judgment” approach specified by the 2012 Pentagon directive. After all, the absence of human judgment might end up being deemed *appropriate* in some circumstances. Thus, the argument that human control over life-and-death decisions must always be in place in a significant or meaningful fashion, as more than just a mindless pushing of a button by a human in response to a machine-processed stream of information.

According to current practice, a human weapons operator must have sufficient information about the target and sufficient control over the weapon and must be able to assess its effects in order to be able to make decisions in accordance with international law. At the same time, modern weapons systems are already highly computerized and automated, a trend that is only accelerating. So, determining how much human judgment can be replaced by algorithms before human control is no longer “meaningful” involves various technical, legal, ethical, and political considerations.

In light of this, four possible outcomes can be predicted for the CCW process. The first would be a legally binding and preventive multilateral arms control agreement derived by consensus in the CCW
and thus involving the major stakeholders, the outcome referenced as “a ban.” Considering the growing number of states-parties calling for a ban and the large number of governments calling for meaningful human control and expressing considerable unease with the idea of autonomous weapons systems, combined with the fact that no government is openly promoting their development, this seems possible. It would require mustering considerable political will. Verification and compliance for a ban, as well as for weaker restrictions, would then require creative arms control solutions. After all, with full autonomy in a weapons system eventually coming down to merely flipping a software switch, how can one tell if a specific system at a specific time is not operating autonomously? A few arms control experts are already wrapping their heads around these questions.

The second outcome would be restrictions short of a ban. The details of such an agreement are impossible to predict, but it is conceivable that governments could agree, for example, to limit the use of autonomous weapons systems, such as permitting their use against materiel only.

The third would be a declaratory, nonbinding agreement on best practices. Such a code of conduct would likely emphasize compliance with existing international humanitarian law and rigorous weapons review processes, in accordance with Article 36 of Additional Protocol I to the Geneva Conventions.

Finally, there may be no tangible result, perhaps with one of the technologically leading countries setting a precedent by fielding autonomous weapons systems. That would certainly prompt others to follow, fueling an arms race. In light of some of the most advanced standoff weapons, such as the U.S. Long Range Anti-Ship Missile or the UK Brimstone, each capable of autonomous targeting during terminal flight phase, one might argue that the world is already headed for such an autonomy arms race.

Implementing autonomy, which mainly comes down to software, in systems drawn from a vibrant global ecosystem of unmanned vehicles in various shapes and sizes is a technical challenge, but doable for state and nonstate actors, particularly because so much of the hardware and software is dual use. In short, autonomous weapons systems are extremely prone to proliferation. An unchecked autonomous weapons arms race and the diffusion of autonomous killing capabilities to extremist groups would clearly be detrimental to international peace, stability, and security.

This underlines the importance of the current opportunity for putting a comprehensive, verifiable ban in place. The hurdles are high, but at this point, a ban is clearly the most prudent and thus desirable outcome. After all, as long as no one possesses them, a verifiable ban is the optimal solution. It stops the currently commencing arms race in its tracks, and everyone reaps the benefits. A prime goal of arms control would be fulfilled by facilitating the diversion of resources from military applications toward research and development for peaceful purposes—in the fields of AI and robotics no less, two key future technologies.

This situation presents a fascinating and instructive case for arms control in the 21st century. The outcome of the current arms control effort regarding autonomous weapons systems can still range from an optimal preventive solution to a full-blown arms race. Although this process holds important lessons, for instance regarding the valuable input that epistemic communities and civil society can provide, it also raises vexing questions, particularly if and how arms control will find better ways for tackling issues from a qualitative rather than quantitative angle.

The autonomous weapons systems example points to a future in which dual-use reigns supreme and numbers are of less importance than capabilities, with the weapons systems to be regulated, potentially disposable, 3D-printed units with their intelligence distributed in swarms. Consequently, more thinking is needed about how arms control can target specific practices rather than technologies or quantifiable military hardware.

‘We Will Not Delegate Lethal Authority...’

“We will not delegate lethal authority for a machine to make a decision. The only time we’ll delegate [such] authority [to a machine] is in things that go faster than human reaction time, like...
Lastly, some policy recommendations are in order. The United States “will not delegate lethal authority for a machine to make a decision,” U.S. Deputy Secretary of Defense Robert Work said in March. Yet, he added that such self-restraint may be unsustainable if an authoritarian rival acts differently. “It’s not something that we have fully figured out, but we spend a lot of time thinking about it,” Work said. The delegation of lethal authority to weapons systems will not inexorably happen if CCW states-parties muster the political will not to let it happen. States can use the upcoming CCW review conference in December to go above and beyond the recommendation from the 2016 meeting on lethal autonomous weapons systems and agree to establish an open-ended group of governmental experts with a strong mandate to prepare the basis for new international law, preferably via a ban.

Further, a prohibition on autonomous weapons systems should be pursued at the domestic level. Most countries actively engaged in research and development on such systems have not yet formulated policies or military doctrines. Member states of the European Union especially should be called to action.

Even if the CCW process were to fizzle out, like-minded states could cooperate and, in conjunction with the Campaign to Stop Killer Robots, continue pursuing a ban through other means. The currently nascent social taboo against machines autonomously making kill decisions meets all the requirements for spawning a “humanitarian security regime.”

Autonomous weapons systems would not be the first instance when an issue takes an indirect path through comparably softer social international norms and stigmatization to a codified arms control agreement. In other words, even if technology were to overtake the current process, arms control remains as possible as it is sensible.
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